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Workshop Overview

1. Introduction to Kubernetes and 
OpenShift

2. Introduction to Cloud Native 
DevSecOps

3. Lab: Build and Deploy a Cloud 
Native DevSecOps Pipeline in 
OpenShift on IBM zSystems and 
LinuxONE
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Introduction to Kubernetes and 
OpenShift

1

Evolution of cloud and 
containerized 
workloads
(Microservices)

2

What is Kubernetes?

3

What is OpenShift 
Container Platform?

4

IBM’s Open Hybrid 
Cloud Platform
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1. Evolution of cloud and containerized workloads 
(Microservices)



According to NIST cloud is

https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf


Need Apps to match scalability and speed of cloud …

Monolithic Cloud Native (Microservices)

Scale by increasing 
overall capacity (server 
and storage) with 
everything tightly 
coupled together 

Scale individual 
services with 
everything decoupled 
and distributed across 
nodes



… and Containers to enable this
Consistent Tools for Both Developers and IT Operations

DEVELOPERS

IT OPERATIONS

BUSINESS 
LEADERS

● Cloud-Native Applications
● Simplify Packaging
● Simplify Testing
● Increase re-use

● Consistent Application Deploys
● Automated Application Deploys
● Improved Application Performance
● Multi-Cloud Consistency

● Enable DevSecOps Culture
● Achieve Business Agility
● Reduce Operational Cost
● Accelerate App-Dev Cycles

CONTAINERS

Integrated in Linux OS
Fully Open Source

Secure Isolation of Applications
Runs on Any Cloud Platform

CLOUD INFRASTRUCTURE

LINUX HOST (KERNEL)

Container

App

Container

App

Container

App

Container

App
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8

LXC Initial 
release

Aug
‘08

OpenShift 
online

May
‘11

Docker initial

Mar
‘13

OpenShift 
Enterprise 
3.0

Jun
‘15

OCI
CNCF

Initial 
release, 
Buildah 

Jun 
‘17

Moby

Apr 
‘17

Sep
‘17

Kubernetes

Mid 
‘14

Buildah 1.0
Podman

New logo

May 
‘18

buildah.io
podman.io

Sep 
‘18

Buildah 
Skopeo 

Podman 
RHEL

May 
‘19

Nov
‘15

Mar
‘16

CONTAINER INNOVATION CONTINUES ….



Why Orchestration (short)



Why Orchestration (long) ?

Scaling Out Containers (especially for microservices) leads to management issues

ØWhat happens when a container dies? (recovery)

ØHow do I rollout new versions of my application?

ØHow do I expose containers to the outside world (port conflicts become a problem if using one host)?

ØHow do I scale my application and load-balance calls to it?

ØHow do I secure access to my containers?

ØHow do I manage credentials for my applications?

ØHow can I manage my containers across nodes from one control plane to better utilize resources 
(resource pooling -> improved scheduling -> improved utilization)?

....



2. What is Kubernetes?



Why do Containers need Kubernetes?

CONTAINERIZED 
APPLICATIONS

Manage Containers
Securely

Manage Containers 
At Scale

Integrate IT Operations

Enable Hybrid Multi-Cloud
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Kubernetes– Putting 
the pieces together 

• Pod – Set of containers running in same execution 
environment/context (smallest unit in kubernetes) 
[containers in pod share some Linux  namespaces (Network, 
IPC, and PID if enabled) but each have own cgroup]

• ReplicaSet – makes sure correct number and types of 
pods are available 

• Deployment –Manages replica sets for ease of new app 
version rollout.

• Service – Provides access point for pods/deployment as 
well as load balancing

• Persistent Volume Claim – provides storage volumes to 
container runtime (i.e. docker) by binding to persistent 
volumes

• Storage Class – groups storage so that it can be 
dynamically selected and provisioned

• Persistent Volume - Set of external storage defined to 
kubernetes

https://medium.com/@tsuyoshiushio/kubernetes-in-three-diagrams-6aba8432541c



Basic “Physical” Kubernetes Cluster Architecture 

Control Plane

Controller-Manager
kube-controller-manager

kube-scheduler

kube-api-server

etcd

kubectl/UI

Node
kubelet kube-proxy

Node
kubelet kube-proxy

Pod
Container

Container

Pod
Container

Container

iptables

iptables

Pod
Container

Container

Pod
Container

Container



3. What is Red Hat OpenShift Container 
Platform?



OpenShift is trusted enterprise Kubernetes

Kubernetes 
release

OpenShift 
release

..

.

Production 
Ready

● Hundreds of defect and performance fixes
● 200+ validated integrations
● Certified container ecosystem
● 9-year enterprise life-cycle management
● Red Hat is a leading Kubernetes contributor since day 1



Red Hat OpenShift Architecture

CONTROL PLANE COMPUTE COMPUTE



Red Hat OpenShift 4 
Experience



4. IBM’s Open Hybrid Cloud Platform
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IBM’s hybrid cloud and AI platform approach

Red Hat® Hybrid Cloud Platform Development, Security and Operational Services

Public Clouds
AWS  •  Azure  •  Others 

Enterprise
Infrastructure

EdgeIBM Infrastructure
IBM zSystems® / IBM LinuxONE  •  Distributed Infrastructure (IBM 
Cloud®, Power®, Storage) •  Infrastructure Support

Business Transformation  •  Technology Consulting  •  
Application Operations

IBM Consulting System Integrator Partners

Software and SaaS PartnersIBM Software Automation  •  Data & AI  •  Security  •  Transaction 
ProcessingIBM Cloud Paks®

OpenShift® •  Red Hat Enterprise Linux  •  Ansible® Automation Platform



Try It Yourself!

1. Learn OpenShift for free on the Interactive Learning Portal with tutorials that spin up an OpenShift 
cluster for you to go through the exercises hands-on

2. Try Red Hat OpenShft Local (formerly Red Hat CodeReady Containers) locally (with free Red Hat 
online account) which lets you manage your own OpenShift cluster using minishift to develop things 
on your local workstation

3. Install on Linux on IBM Z with trial  

4. Installing OpenShift Container Platform on Linux on IBM Z Documentation

5. Try OpenShift on the LinuxONE Community Cloud

https://developers.redhat.com/learn/openshift
https://developers.redhat.com/products/codeready-containers
https://www.redhat.com/en/technologies/cloud-computing/openshift/try-it
https://docs.openshift.com/container-platform/4.11/installing/installing_ibm_z/installing-ibm-z.html
https://linuxone.cloud.marist.edu/


What permissions do I need as a developer in OpenShift in order 
to run through the lab (if using my own OpenShift cluster)? 

Lab: https://ibm-wsc.github.io/cloud-native-linuxone/

Need cluster admin to install the OpenShift Pipelines operator

Each user is the project admin role of his/her own project.

Depending on resource quotas/limit ranges in your cluster you may need the cluster 
admin to change some of the default cluster tasks for OpenShfit Pipelines to add 
resource requests/limits to them

https://ibm-wsc.github.io/cloud-native-linuxone/


Thank you!



Notices and disclaimers
— © 2022 International Business Machines Corporation.  No part of this 

document may be reproduced or transmitted in any form without 
written permission from IBM.

— U.S. Government Users Restricted Rights — use, duplication or 
disclosure restricted by GSA ADP Schedule Contract with IBM.

— Information in these presentations (including information relating to 
products that have not yet been announced by IBM) has been reviewed 
for accuracy as of the date of initial publication and could include 
unintentional technical or typographical errors. IBM shall have no 
responsibility to update this information. This document is distributed 
“as is” without any warranty, either express or implied. In no 
event, shall IBM be liable for any damage arising from the use of 
this information, including but not limited to, loss of data, 
business interruption, loss of profit or loss of opportunity. 
IBM products and services are warranted per the terms and conditions 
of the agreements under which they are provided.

— IBM products are manufactured from new parts or new and used parts. 
In some cases, a product may not be new and may have been 
previously installed. Regardless, our warranty terms apply.”

— Any statements regarding IBM's future direction, intent or product 
plans are subject to change or withdrawal without notice.

— Performance data contained herein was generally obtained in a 
controlled, isolated environments. Customer examples are presented 
as illustrations of how those

— customers have used IBM products and the results they may have 
achieved. Actual performance, cost, savings or other results in other 
operating environments may vary.

— References in this document to IBM products, programs, or 
services does not imply that IBM intends to make such products, 
programs or services available in all countries in which 
IBM operates or does business.

— Workshops, sessions and associated materials may have been 
prepared by independent session speakers, and do not necessarily 
reflect the views of IBM. All materials and discussions are provided 
for informational purposes only, and are neither intended to, nor shall 
constitute legal or other guidance or advice to any individual 
participant or their specific situation.

— It is the customer’s responsibility to insure its own compliance 
with legal requirements and to obtain advice of competent legal 
counsel as to the identification and interpretation of any relevant laws 
and regulatory requirements that may affect the customer’s business 
and any actions the customer may need to take to comply with such 
laws. IBM does not provide legal advice or represent or warrant that 
its services or products will ensure that the customer follows any law.
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Notices and disclaimers

— Information concerning non-IBM products was obtained from the 
suppliers of those products, their published announcements or other 
publicly available sources. IBM has not tested those products about 
this publication and cannot confirm the accuracy of performance, 
compatibility or any other claims related to non-IBM 
products. Questions on the capabilities of non-IBM products should be 
addressed to the suppliers of those products. IBM does not warrant 
the quality of any third-party products, or the ability of any such third-
party products to interoperate with IBM’s products. IBM expressly 
disclaims all warranties, expressed or implied, including but not 
limited to, the implied warranties of merchantability and fitness for 
a purpose.

— The provision of the information contained herein is not intended to, 
and does not, grant any right or license under any IBM patents, 
copyrights, trademarks or other intellectual property right.

— IBM, the IBM logo, ibm.com and [names of other referenced IBM 
products and services used in the presentation] are trademarks of 
International Business Machines Corporation, registered in many 
jurisdictions worldwide. Other product and service names might 
be trademarks of IBM or other companies. A current list of IBM 
trademarks is available on the Web at "Copyright and trademark 
information" at: www.ibm.com/legal/copytrade.shtml
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